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ABSTRACT

Acoustic intensity is an important analysis tool since it provides

wave propagation directionality along with absolute magnitude, and it

can be measured in the near or far field of a source. Acoustic intensity

measurements acquired in the presence of a mean flow are susceptible

to errors due to the effects of the flow noise on the sensor. To determine

if this error could be accurately quantified, intensity measurements were

acquired, with the standard two microphone crss spectral technique, in

a sound field that containe-d both mean flow and an independent

random broadband noise source. The microphones were flush mounted,

at several different separation distances, in the test section of a wind

tunnel that provided the desired flow conditions, while a large speaker

provided the independent random noise source. The error calculations

were based on a technique that had already been derived theoretically

and published, but had not been proven experimentally. The

experiments performed validate that the error is indeed a bias error and

that it can be accurately quantified. In addition, accurate quantification

of the error is not limited to one-dimensional sound fields that contain

only plane waves, and the method can be easily extended to two or three

directions with complex wave propagation.
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CHAPTER 1

HISTORICAL BACKGROUND AND OBJECTIVES

1.1 Introduction

The theory of acoustic intensity has been established for many

years as evidenced by the absence of new papers in technical journals

that emphasize fundamental aspects of acoustic intensity. In addition,

with modern electronics, the measurement of sound intensity in air has

been preven to be practical and reliable.

Major applications of sound intensity measurements in widespread

use today include the determination of sound power output from

individual sources in the presence of others, source localization, and

mapping of the sound field. Recent research in the area has

concentrated largely on new innovative applications of intmsity

measurements and minor enhancements to existing measurement

techniques.

Examples of intensity measurement applications which are less

developed and are the focus of more current research include structural

intensity''2 (or structural power flow), near field intensity measurements

for broadband acoustic holography,3 intensity measurements in the

presence of flow,"'7'6. 7 in-situ evaluation of the acoustic impedance and

sound absorption properties of materials, and underwater sound
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intensity measurements.

The experimental research discussed in this paper deals with

intensity measurements from flush mounted microphones in the

presence of low Mach number flow.

1.2 Historical Background

Attempts to measure the flow of sound energy go back many years.

In 1932 a patent was granted to Harry Olson of the Radio Corporation of

America for a "System responsive to the energy flow of sound waves".'

This device utilized a pressure microphone and a particle velocity

microphone. The device apparently did not achieve practical utilization

however, and in 1941, Clapp "knd Firestone" constructed an acoustic

wattmeter to measure the flow nf sound energy. In their journal article

describing the device, they stated that the term sound intensity was

discussed often and was the basis for the measurement of loudness

level, but to their knowledge, there were no previous attempts to

measure sound intensity directly. Their acoustic wattmeter consisted of

a crystal pressure microphone and a small ribbon velocity microphone,

connected through separate amplifiers and phase equalizing networks.

The device could be calibrated up to 2000 Hz and was reported to

perform relatively well at measuring sound fields in standing wave tubes.

It was also noted that considerable problems and consequent errors were
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encountered as a result of ribbon resonances in the velocity microphone.

These were however corrected by suitable electronic networks.

Many years passed without further mention of these deý,. es. This

led many to conclude that subsequent use proved them to be

inadequate. Thus for many years theoretical analysis of sound intensity

continued but seldom were measurements of sound intensity acquired.

Schultz,'0 in 1956, constructed an instrument that gave pointer

indications of acoustic intensity over a 50 dB range and at frequencies

up to 10,000 Hz. He implemented a principal developed by Bolt and

Petrauskas"' (in 1943) whereby two pressure microphones were used to

obtain a velocity estimate. With this technique Schultz generated the

particle velocity signal by integrating the difference between two closely

spaced pressure microphone outputs, and utilizing the linearized Euler

equation to rel,-te the pressure gradient and the particle velocity.

Schultz obtained satisfactory results under ideal laboratory conditions

but the results from other measurements were disappointing. One of the

key problems was the demand placed on the electronic circuitry of the

time.

The work by Schultz, Bolt, and Petrauskas, was the foundation for

many of the future developments in acoustic intensity measurements.

With later demonstration of the relationships between the active and

reactive components of intensity and the spatial gradients of phase and
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squared pressure, plus advances in digital signal processing, led to a

surge of developments in the mid to late 1970's. In this time, FFT

analyzers were developed, electronic circuitry improved considerably,

and sound intensity meters were developed. Techniques were further

refined and measurement errors were quantified.

Since the late 1970's advances have continued but most have

merely improved upon and expounded the two pressure sensor

measurement technique. This method of measuring sound intensity

remains the most frequently used and usually the most practical method

for acquiring field measurements of sound intensity and sound power.

Improvements in electronics and digital signal processing also continue

to make sound intensity measurements more feasible, reliable, accurate,

and commonplace.

1.3 Research Objectives and Scope

This paper is divided into seven chapters. The first chapter

provides an introduction to acoustic intensity along with some historical

background.

The second chapter reviews the fundamental theory and basic

relationships before providing a derivation of the estimators used to

measure acoustic intensity.

Chapter 3 then discusses the considerations that need to be taken
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into account when acquiring acoustic intensity data. These

considerations include errors inherent in the measurement technique,

and calibration.

Chapter 4 contains a brief discussion of measurement

considerations in the presence of flow.

In Chapter 5 a description of the experiment performed for this

research is presented. The specifics of the experiment, the test facility,

instrumentation, calibration, and measurement techniques are

explained.

Chapter 6 then presents and explains the results of the experiment.

Chapter 7 concludes the report with some final comments and

recommendations.
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CHAPTER 2

THE FUNDAMENTAL THEORY OF ACOUSTIC INTENSITY

2.1 Introduction and Definition

Urick1 2 gives a thorough definition of acoustic intensity as follows:

A propagating sound wave carries mechanical energy with it in the
form of the kinetic energy of the particles in motion plus the
potential energy of the stresses set up in the elastic medium.
Because the wave is propagating, a certain amount of energy per
second will flow across a unit area oriented normal to the direction
of propagation. This amount of energy per second (power) crossing
a unit area is the intensity of the wave.

Thus it is apparent that sound waves transport energy and the

intensity is merely the energy per second that crosses a unit area. The

unit of intensity is thus W/m 2 or power per unit area. A relationship of

intensity to pressure and particle velocity can easily be seen from a

simple units comparison"3 shown below.

Intensity = Power = Energy = Force * Distance = Pressure * Vel
Area Area * Time Area * Time

Sound intensity is a vector quantity describing both magnitude and

direction of the net flow of acoustic energy at a given location.

Measurements of intensity are usually done in a direction normal to a

specified unit area through which the sound energy is flowing. Intensity

measurements can provide a complete analysis of sound radiation and
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propagation.

Sound fields will usually (except for the special case of a plane

progressive wave) contain both active and reactive components. The

active component corresponds to a local net transport of sound energy

while the reactive component represents a local oscillatory transport of

energy and thus no net flow of energy. The instantaneous intensity may

be split up into these two components (an active component and a

reactive component) where the total instantaneous intensity can be

expressed as:"

P4 (2.1)

The arrow indicates a vector quantity, p = p(r,t) = P(r)exp[i((Ot + d,(r))] is

the total acoustic pressure, and a = i (.r, t) = U(r)exp[i(cot 4+ 4(r))) is the

particle velocity. As commonly defined, P(r) and U(r) are the spatial

pressure and velocity amplitudes in the direction of wave propagation,

and }p and },, are the corresponding phases. The explicit indication of

time, t, and general spacial dependence, r, will usually be suppressed for

convenience. The symbol 4 represents the respective phase.

The time average complex intensity is "'15

-c 1 F + J (2.2)

where i' is the complex conjugate of il, f is the active intensity, and j
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is the reactive intensity. From equation (2.2), and the forms of p and a,

1 Re[p.it] =P.U cos(4)P- -4) (2.3)2 2

and

Jm[p.V] P. Usin(-, -) (24)
2 2

The active intensity component represents the magnitude and

direction of the acoustic energy propagation through space, and is the

in-phase time average product of the pressure and particle velocity. It

describes the time averaged power flux through a point and is

proportional to the acoustic pressure spacial phase gradient"6 , denoted

by V4P(r). This is apparent since the active intensity vector points in a

direction perpendicular to surfaces of constant pressure phase or

wavefronts. The active intensity is high in regions where the wavefronts

are compressed and consequently where the squared pressure amplitude

P2(r) is large." The active intensity is the primary concern in this

research and will be the focus of most of this paper. An example of a

purely active sound field is a plane wave propagating in free space.

The reactive intensity represents acoustic energy that does not

propagate, and is the time average product of the pressure and the

phase quadrature component of the particle velocity. It is proportional
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to the spacial gradieni of the pressure amplitude,1 6 is generally high in

the nearfield, and points toward pressure minima (and away from

pressure maxima). The reactive intensity indicates the presence of

standing waves or the direction of the nearfield components of the

reactive field. Examples of reactive sound fields are an ideal standing

wave, an ideal diffuse sound field where the energy flow at a given

location is the same in all directions, and the nearfield of simple and

complex sources. Measurements in the nearfield have the benefit of

increased signal-to-noise and are often used for source localization and

sound power determination. The reactive intensity is also crucial in

distinguishing between "hard" sources and "soft" sources in air-borne

noise,16 where a "hard" source may be a steel plate or machine, and a

"soft" source may be sound radiating from an opening such as a tube

termination.

2.2 Derivation of the Estimators

Since the instantaneous intensity vector, Y, is the net rate of flow of

energy per unit area at a given position, the acoustic power, W, passing

through a surface, S, is:

W (2.5
S~s
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where I, is the vector component normal to the surface, S.

In a medium without flow the intensity vector equals the time

averaged product of the instantaneous pressure and the corresponding

instantaneous particle velocity at the same position.

.= •- (2.6)

where the bar indicates time averaging. In a specific direction, r, this

can be expressed as:

SP-, 
(2.7)

The sound pressure can be measured directly, but an accurate

direct measurement of the particle velocity is very difficult. However,

from Euler's equation, which is based on Newton's second law (F=ma),

we know that for a sound field propagating in a fluid, the particle

acceleration, 6, is given by the ratio of the pressure gradient to the fluid

density, po:

I ap (2.8)

PO ar

or equivalently,

- lap (2.9)
at pa, r

and in a specific direction, r,
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Ur fPdt (2.10)P, ar

The pressure gradient is a continuous function which in practice

can be approximated by measuring the pressures, p, and P2, at two

closely spaced points and dividing the pressure difference (P2 - pl) by the

transducer separation distance Ar (see Figure 2.1). This is commonly

12

S~At

I I
/• Tl MI #2ý

SOURCE
(way be plane wave
c any othb- type

of sMur=e)

Figure 2.1 Microphone Orientation (From reference [241)

referred to as the finite difference approximation and is valid as long as

the sensor separation, Ar, is small compared with the wavelength

(Ar<<X). Thus the pressure gradient can be approximated as

ap = (P2 - P1) (2.11)

ar Ar
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Therefore, the estimate for the particle velocity component, fir, in

the direction r becomes:

a,f - f(p p2 -p1 )dt (2.12)
p0 Ar

where the carrot (A) symbol over the quantity u•, denotes an estimate of

that quantity.

Equation 2.11 gives an approximation for the pressure gradient at

the center of the microphone pair. The pressure at this point is

estimated from the average pressures of the two microphones:

(pI + P 2) (2.13)

2

Substituting equations 2.12 and 2.13 into equation 2.7, the intensity

vector component in the direction r is,"7

Ip0 _ r (PI +P2)f(P,-P,)dt (2.14)
2p.Ar

Assuming stationary data and utilizing the definition of time

averaging equation 2.14 may be written equivalently as,"'

T

THi 2pIArT P' + P2XP -P2)dtdt (2.15)

Equations (2.14) and (2.15) may be implemented directly using



13

sum, difference, multiplication, and integration circuits, plus filters

(analog or digital). These equations may also be implemented indirectly

using FFT analyzers as introduced by Fahy and Chung19"20 and

demonstrated by others.2" This refinement allows a frequency domain

representation in terms of the cross spectral density between the two

measured pressures as,

r (mG 12  (2.16)
MopoAr

where (o is the radian frequency and Im G, 2 is the one-sided quad

spectrum as measured by the pair of pressure transducers.

The reactive intensity spectrum may be expressed as,

S(GI - G2) (2.17)

where GI and G22 are the one sided autospectral density functions for

microphones 1 and 2 respectively.

It can be inferred correctly from equations 2.16 and 2.17 that the

active component of intensity is proportional to the spatial gradient of

phase, and the reactive component is proportional to the spatial gradient

of mean square pressure.
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CHAPTER 3

INTENSITY MEASUREMENT ERRORS AND THEIR ESTIMATION

3.1 Introduction

It is the errors associated with intensity measurements that

impose the majority of limitations in sound intensity measurements.

These errors originate from many phenomena including instrument

phase mismatch, finite difference approximation, scattering by

transducers and holding fixtures, near field effects, uncertainty of sensor

separation distance, and finite sampling. An understanding of the cause

and effect of these errors is critical if reliable measurements are to be

obtained.

This chapter will summarize the effects and estimation techniques

for those errors most significant in general applications and most

applicable to the measurements performed for this research. In

addition, it should be recognized that error analysis can usually only be

demonstrated for simple cases where the sound field can be precisely

described. In most actual measurement scenarios the sound field is

unknown and often the fundamental reason for acquiring the

measurements. The actual sound field may be quite complicated and

hence the error analysis is in general only an approximation. These

error approximations do however provide bound.s which should always
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be considered.

Errors may be divided into two general categories, 1) bias errors,

and 2) random errors. Both types are present in acoustic intensity

measurements. Before proceeding with an explanation of these errors it

will be useful to first define some general error formulas2 2 that will be

applied.

Let a carrot (A) symbol over an arbitrary quantity (P, namely ob,

denote an estimate of the quantity as in chapter 2. The quantity $ will

be an estimate of 0 based on a finite time interval or finite number of

sample points. The bias of the estimate, denoted b[$] is equal to:

bias error = b[1] = E[O] - (3.1)

where E[ 1, is the expectation operator.

The standard deviation for the estimate, called the standard error or

random error is,

random error = a[$] = VE[ i2] - E[ Var[(3.2)

where a, indicates standard deviation.

The error may also be defined in terms of a fractional portion of the

quantity being estimated. This is done by dividing the error by the

quantity being estimated to obtain a normalized error. For (D - 0, the

normalized bias arid random errors are thus given by,
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normalized bias error ebl b(]] (3.3)

normalized random error = Er o[4] a_ (3.4)

where

Var[$] = E[4 2 ] - E[2^] (3.4a)

3.2 Bias Errors

The bias errors are systematic and represent deviations of the

expected value of the estimate from the true or exact values as shown in

equation (3.1). Secondary acoustic sources can bias the acoustic

intensity even when these sources are uncorrelated with the primary

source. 23 Descriptions of the most influential bias errors in intensity

measurements will now be provided.

3.2.1 The Finite Difference Approximation Error

With the two microphone measurement technique, the pressure

gradient and the pressure at the midpoint between the two microphones

are approximated by equations (2.11) and (2.13) respectively. One
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source of error from these approximations arises from the fact that the

acoustic center, corresponding to the location where the pressure field

best matches the microphones output, may not coincide with the

geometric center. A secondary uncertainty associated with the acoustic

center is that the effective center for the particle velocity approximation

may not be the same as the effective center of the mean pressure.

In addition, the pressure gradient approximation will be good for

low frequencies where the wavelength, A, is large compared to the sensor

separation, Ar, but will have an increasing error for larger separations or

higher frequencies as depicted in figure 3.1.

- -3 r , /

\ \ p(r)

/,
// AP

A r

1 2 1 2,

(a) (b)

Figure 3.1 Illustration of the error due to finite difference approximation.
a) good approximation for low frequencies; b) poor
approximation for high frequencies. (From reference 121)).
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This approximation error can be demonstrated for various sound

fields. First consider the situation where a plane progressive wave

propagates in the positive r-direction (see figure 2.1 for orientation). Let

the pressures at the two sensors be written as

-ik(r -- r)

PrI = Poe 2 (35)

and

-kF Ar)

Pi(" -Pe (3.6)Pr = Poe 2

The true intensity, 1,, is given by

P- (3.7)

PC

and the measured intensity is given by

Prms sinkAr (3.8)
pc kAr

The ratio of the measured intensity to the true intensity is thus given by

I, = sin kAr (3.9)
I, kAr

Thus, the intensity is underestimated, particularly at high

frequencies and for large separation distances. The level, in dB, of this

bias error for the case of a plane progressive wave would be,
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10= io10 o(1) l 0lo (sinkkAr) (3.10)
L9 ~l~,0 •)= ll~gokAr}

For the case of a monopole source the level of the bias error

would be,"4

L O = 1010og 10 sin kAr r 2
.f kAr r, r2j

where the reader is referred to figure 2.1 for a definition of the variables

used in this equation. Graphing of equation (3.11) for various values of

frequency and separation distance, Ar, reveal that the measurement

accuracy is a function not only of kAr, but also of Ar/r. Generally, the

finite difference errors are minimized by employing the smallest possible

values of kAr, and Arjr. Thus, even though kAr may be small, errors

increase as one moves closer to the source.

The level of the on-axis bias error for a dipole source has been

shown to be,24

Ll= 101og,0 + (kr) 11 +(kr 2)2 sin(kAr + (p1 - 0)rr 2  (3.12)

1fk 3 Ar r~r2  r~r2j

where qp = tan' (- I / kr,) and (2 = tan' (- 1 / kr 2). The measurement

accuracy for the dipole source is more sensitive to the parameters kAr

and Ar/r, than is the measurement accuracy for a monopole source.
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Thus, the range over which accurate measurements may be acquired is

significantly lower for the dipole source than for the monopole source.

Thompson and Tree 2' also provide an expression for the bias error

from a lateral quadrupole from which it can be observed that errors for a

quadrupole source are even more sensitive to kAr and Ar/r, indicating

that the effects of these parameters increase with source complexity. In

addition, for quadrupole source measurements there are both low

frequency and high frequency measurement accuracy limits.

Since sound fields encountered in common measurements vary in

complexity, Thompson and Tree2' recommend a good practice is to select

measurement parameters based on a worst case scenario, such as the

lateral quadrupole. The parameter limits would consequently be 0.1 <

kAr •1.3 and 0 _< Ar/r •_ 0.5 for a maximum inaccuracy of ±1.5 dB. If

measurements are acquired in a duct, below the cutoff frequency and

where consequently there is plane wave propagation, a more suitable

limit for the first parameter would be kAr <_ 1.4 for the same maximum

inaccuracy of -1.5 dB. Recall that the finite difference error for plane

wave propagation is a negative bias. However, the finite difference error

can be a positive or negative bias, ± bias, for more complex sound fields.

The positive bias will occur at low frequencies as with the quadrupole

source measurement where there are both low frequency and high

frequency accuracy limits since the bias error can be extreme (well in
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excess of 2 dB) at low frequencies. Monopole and dipole sources only

have high frequency limits24 so long as the parameters kAr and Ar/r are

minimized (kAr < 1.3 and Ar/r < 0.5).

As an alternative guideline, Bruel and Kjaer1 3 recommend that "for

accuracy to within 1 dB, the wavelength measured must be greater than

six times the spacer distance".

3.2.2 Near-Field Errors

The two sen..r cross spectral intensity measurement error

associated with near-field effects depends on the parameter Ar/r in

much the same manner as the finite difference error depends on kAr.

Specifically, it will be shown that Ar << r is generally desired to minimize

errors associated with near-field effects.

Consider that the far-field directivity of a spatially extended source

can be explained in terms of interference between the wavefronts from

its various source regions. Then, in the farfield, the effect of differences

in spherical spreading losses on the resultant sum is negligible

compared to the delay, or phase differences, of the various paths. In the

nearfield both terms are significant and the intensity may be quite

different at the two sensor locations. In the nearfield, the relationship

between pressure and particle velocity is an extremely complex function

of position.
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Thus, considering the pressure and particle velocity as a function of

position, for a monopole source, the ratio of the measured to the true

intensity is,

I sinkAr

1, [1 - rr)2] kAr (3.13)

It can be seen that the error approaches the result for a plane wave if

measurements are sufficiently far from the source.

This analysis can be performed for all kinds of deterministic sources

in which case it would be shown that the more complex the source, the

greater the relative distance r/Ar should be. Table 3.1 shows the

relationship between r and Ar to maintain a near-field error of less than

1 dB for some standard deterministic sources.

Table 3.1 Minimum distance between source and receive sensors for
near-field error less than 1 dB (from reference 21).

Source Distance, r, from source

Type for error less than 1 dB

Monopole r > 1.1 Ar

Dipole r > 1.6 Ar

Quadrupole r > 2.3 Ar
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3.2.3 Phase Errors

The amount of phase mismatch between the two channels in the

intensity measurement system will affect the low frequency limit of the

measurement. This is obvious since the lower the frequency the less the

actual physical phase difference between the two pressure sensors and

consequently the more influence any instrumentation phase mismatch

will have on the measured acoustic phase difference. For a good

microphone and analyzer combination a conservative estimate for this

instrumentation phase mismatch error, denoted as Aa, is roughly ± 0.3".

The intensity may be underestimated or overestimated according to the

sign of the phase mismatch.

Rasmussen2s states that the actual acoustic phase difference over

the separation distance, Ar, should be a factor of ten greater than the

instrumentation phase mismatch. Bruel and Kjaer13 state that to obtain

accuracy within 1 dB, with a good probe and analyzer combination, "the

phase change over the sensor distance should be more than five times

the phase mismatch". Methods of measuring the phase mismatch are

described in detail by Rasmussen. 25 However, as will be explained later,

measuring this quantity is not necessary if phase calibration techniques

are employed. Such calibrations will negate the majority of the

instrumentation phase mismatch error.

Rasnmussen2 5 showed that the actual acoustic phase (in degrees), Aý
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=(- ), between the two pressure sensors can be expressed as

kAr - Arfp0 l . 360o (3.14)

21t 2
Prms

Where, I = p 2 ,rspoC is the active intensity for an ideal plane progressive

wave, Prm. is the rms value of acoustic pressure, and the other variables

are as defined previously.

This representation is useful to point out some important

relationships. It can be seen from equation (3.14) that the acoustic

phase difference, Aý, is proportional to the frequency, and also

dependent on the relation of the active intensity, I, to the mean-square

pressure p 2 .m'. When the active intensity is low and the pressure is high,

the phase difference becomes small, and consequently, measurements

become more susceptible to any instrumentation phase mismatch.

The difference between pressure and active intensity depends both

on the reactivity of the sound field and the orientation of the sensors. In

a free field, where there is no reactivity, the active intensity level and

pressure level will be highly correlated. In a totally reactive sound field

the active intensity will be zero and the acoustic phase difference, A4,

will be zero. If, however, there is a phase mismatch error in the

microphones or instrumentation, a residual intensity level will be

measured. How to use this quantity to assess data quality will be
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discussed in section 3.4.2.

The effect of instrumentation phase mismatch can be shown for

plane waves where the ratio of the measured intensity to the true

intensity would be

I, * ± Aa Aa (3.15)

and the measured error in dB is given by

L, w 10log 1 (3.16)

3.3 Random Errors

Random errors represent mean-square fluctuations of the

estimators around the expected value. Random errors arise mostly from

finite sample lengths and may be large at low frequencies, or where the

coherence between the two sensors is low, but they are usually not

significant at high frequencies.

Using the definition of equation (3.4), the normalized random error

for a random time dependent Gaussian, zero-mean, distributed quantity,

say 4D, is given by
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] 1 (3.17)

where B is the frequency bandwidth of the signal, and T is the averaging

time. This is valid when direct filtering is used in the processing to

determine infinite duration time averaged quantities from finite duration

averaging.

However, when FFT analysis is applied to stationary signals, the

time averaged spectral quantities are estimated by computing an

essemble of estimates from nd different subrecords, each of length T, and

averaging these subrecords (ensemble averaging) to obtain a final

"smooth" estimate. In this case the quantity BT in the previous equation

is replaced by nd and the random error for the spectral estimates can be

minimized by increasing the number of ensembles in the averaging, i.e.,

,[aG11(f)] = e[G22(f)] - 1 (3.18)

The quantities G, ,(o and G2 2(f) are the one sided autospectral density

functions. These frequency dependent spectral quantities are used in

the estimation of the reactive intensity as described in equation 2.17.

The frequency argument for these quantities will be omitted in most of

this discussion to simplify notation.

The estimation of the active intensity is proportional to Im[G1 2 (f)O

kbIsin41 2 as shown in equation 2.16. The normalized random error in

i | | II | | |
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an estimate of the magnitude of the cross-spectral density function,

IG12, is shown by Fahyv" and Seybert"3 to be,

r[IG1211 -• (3.19)
1Y Y12 n,,

where Y22 is the ordinary coherence function defined as

2 = G 12(f)1 2  (3.20)
GI ( f )G 22(f )

Equations for the normalized random error of active and reactive

intensity have been derived2 r and verified"4 to be

[ 1 (* + Y12) + (y-2 1)cot2e 21  (3.21)

for the active intensity and

I2
+ I +_(2GIG22)(1 -Y 1 2) (3.22)Fn]-• (G.zG ,)2

for the reactive intensity. The phase term, 421 in equation (3.21) is the

acoustic field phase difference between the two measurement points.

Equations (3.21) and (3.22) are valid for 02;t 0.

The measurement of the phase is also subject to a random error.

However, a normalized random error for the phase is normally not used
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since the true phase could be zero and division by zero is meaningless.

Therefore, the random error for the phase is expressed as the standard

deviation of the phase estimate which is defined2 1 in units of radians as

A ( 1 y 2) (3.23)
F2y 2 nd

This result for the cross-spectrum phase angle estimate, varies with

frequency as do the other quantities.

The reader should also be reminded that these equations for

random error assume sound fields with random time dependence and

normal amplitude probability distribution.

3.4 Quantifying and Minimizing Errors

3.4.1 Calibration

A key advantage of the two pressure microphone technique is the

ease with which accurate calibration can be carried out. When

calibrating for sound intensity measurements both amplitude and phase

calibration need to be considered. For microphones, the amplitude

calibration is commonly performed with a pistonphone, which provides a

124 dB re 20 pPa sound pressure level at 250 Hz. This will yield

accurate amplitude calibration unless the microphones do not have a

flat frequency response over the measurement range of interest. In
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those cases other relatively simple and accurate calibration techniques

are available. The microphones used for this research and the majority

of transducers used for sound intensity measurements are high quality

and have flat responses over a wide frequency range.

Phase accuracy is of primary importance in sound intensity

measurements and consequently phase calibration considerations are

critical. Adequate phase calibration will almost eliminate the phase

mismatch error described in section 3.2.3. In addition, phase matched

microphones and precision instrumentation can be utilized. In many

cases this alone will be adequate for the intensity measurements

required and thus phase mismatch errors will be small without a phase

calibration. With simple phase calibration techniques available as

summarized below more affordable sensors may be employed with little

or no loss in data accuracy. These calibration techniques can still be

employed in conjunction with phase matched microphones to eliminate

instrumentation phase errors and further improve data accuracy at low

frequencies and small sensor separations.

One method of phase calibration which is described in detail in

reference 1251 and used frequently with Bruel & Kjaer intensity systems

is accomplished by placing the intensity probe in a small coupler which

provides a completely reactive field. From the intensity and pressure

measured in the coupler, the phase error in the system can be
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calculated and accounted for.

Another common phase calibration method is the transfer function

method. The intent is to measure the instrumentation phase shift at

each frequency and then correct for the error numerically. The

microphone calibration is accomplished by mounting both microphones

on a rigid disk at the end of a duct so they will be exposed to the same

sound field. The transfer function between the two channels is then

measured2 7 and used to correct measurements. Calculations for this

method are easy but it is difficult to determine the transfer function over

a wide frequency range due to duct resonances. Duct diameters must be

set to assure plane wave propogation at the highest frequency of

interest.

The method which was used for the measurements performed in

this research is the microphone switching technique. With this method

the microphones are placed in a fixed sound field. Intensity

measurements are acquired with the sensors in a fixed arrangement and

then the microphone locations are interchanged without disconnecting

the cables or changing inputs to the instrumentation. An average is

then taken between the intensity measured with the first arrangement

and the switched arrangement. The average used for complex numbers

is the geometric mean which corresponds to the positive root of the

product of the two numbers. Subsequently, an elimination of the
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instrumentation phase error occurs whici csults because the phase has

an opposite sign for each orientation and thus will cancel.

The switching technique requires more intensive arithmetic since

the square root of a complex data block must be computed. With

modern computers this is generally not a limitation. The switching

technique is often not subjected to the frequency limitations of the

transfer function method.

Gade 26 reports the bias error formula for phase error between the

two channels, after implementation of the microphone switching

technique, to be

sinmkAr cosAa (3.24)

I, kAr

where Aa is the instrumentation phase mismatch as previously defined.

This phase mismatch error is less than 1 aB for Act = 80, and kAr < 1.12.

For the instrumentation used in this research the phase mismatch, Aa,

was measured to be in the range of 0.15":5 Act < 7.40 from 20 Hz to 5000

Hz.

3.4.2 Pressure Intensity Indices

The pressure intensity index, 5p., (also called reactivity index)

describes the phase change ever the separation distance, Ar, and is a

primary indicator of the accuracy of an intensity measurement. It is a
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function of the type of sound field and the orientation of the

microphones. By definition it is merely the difference between the

pressure level, LP, and the intensity level, L, as measured in the

experimental sound field, 4

P,= LP - L, =1 10log[ kAr 1(3.25)
(4)12 * Aa)I

It should be noted that 5, is sometimes defined as L, - LP. This is

perfectly valid as long as the convention is maintained.

The residual pressure intensity index, 6,,, (also called residual

intensity index) is defined as the pressure level minus the intensity level

but for the special case when the microphones are placed in a controlled

sound field of uniform pressure, in which 12 = 0, thus I = 0, and the

ratio kAr/ (ý 12 ± Aa) becomes equal to ± kAr/Aa. This provides an

indication of the error in intensity due to phase mismatch. The residual

pressure intensity index is thus written as

8plR L_ = lOlog[rkAj (3.26)

Since the sound field is controlled for this index, and 02 = 0, the

intensity should be zero. However, a residual intensity, I[, will be

measured due to the instrumentation phase mismatch, Aa. The effect of

this phase mismatch may be effectively eliminated by taking half the

difference between the signed intensities measured with the microphones
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in a given position and again after switching them by a precise 1800.

For an error in the estimate of intensity of less than ± 1 dB, the

phase change along the microphone separation distance must be 5 times

the instrument phase mismatch. This corresponds to 6
pIR - 8PI > 7 dB. It

is noted that 8,, can approach 8pR as the sound field becomes more and

more reactive, i.e., C12--" 0 in a totally reactive field.

It should also be noted that this technique of utilizing the pressure

intensity indexes to evaluate dynamic measurement capability and error

can be employed in sound power measurements. Jacobsen and Ren 28

developed a compensation technique whereby the residual pressure

intensity from the equipment is applied to the completed sound power

estimate to correct for lack of instrumentation performance due to the

phase mismatch.
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CHAPTER 4

INTENSITY MEASUREMENT CONSIDERATIONS IN THE PRESENCE OF

FLOW

4.1 Background and Theory

The work of Munro and Ingard2 9 provides a mathematical

description of acoustic intensity measurements in the presence of flow,

and identifies two fundamental problems that must be considered. The

first relates to the definition of acoustic intensity in a field where there is

mean flow. The second problem lies in the uncertainty of what exactly

the microphone placed in the moving flow field measures.

To address the first problem, recall that in the absence of a mean

flow a pressure gradient can arise only because of a time rate of change

of the acoustic velocity as shown in equation (2.9). Thus, the two sensor

technique utilizes the assumption that all the particle acceleration is due

to the acoustic wave. However, in the presence of mean flow, a pressure

gradient can also arise from changes in the particle velocity with respect

to position. Consequently, the linearized Eulers equation for the case of

uniform steady background flow would be

aod + + VP o (4.1)

where p., and u,, are assumed to be constant in both time and space
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and the second term is the new term considered. Monro and Ingard

point out for the case of plane waves, that when using the cross spectral

two microphone method, an error proportional to the first power of the

Mach number (M = uo/c) of the flow can be expected from this

convection effect. As confirmed by Oswald and Donavan' this error

would be too small to measure under most experimental situations when

the Mach number is less than 0.1.

Comparin7 developed a new formulation that extends the method to

the case of spherically spreading waves in uniform one-dimensional flow

but requires that a specific source model be known or assumed.

The second problem is the question of what exactly is measured by

a pressure sensor (microphone or hydrophone) located in turbulent flow.

This problem was not studied by Munro and Ingard 29 but has been

investigated by others.'' 6 This problem is often the most significant

cause of error since the mean convection effect is essentially negligible

for M < 0.1 as mentioned above. In essence the problem then, is the

ability to (or lack of ability to) discriminate against noise associated with

the unsteady turbulent flow present at the individual pressure sensors.

This turbulence noise would be a factor for sensors situated in the free

stream or flush mounted. Experimental measurement results from

sensors situated in the free stream, presented by Oswald and Donavan,4

and by Fahy,' demonstrate that reliable intensity measurements can be
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obtained in flow fields with M < 0.1 if precautions are taken such as

using nose cones and wind screens.

Lauchle5 presented a technique for determining the bias in intensity

measurements in a field with turbulent boundary layer flow using flush

mounted sensors. He concluded that the bias error would be small

when the sensor separation distance is large compared to the correlation

lengths of the turbulent pressure fluctuations; however, no experimental

results were provided. Chapters 5 and 6 will provide some experimental

results for this theoretical finding. Section 4.2 provides an overview of

this technique along with a physical description of the phenomena which

must be considered when using flush mounted sensors to acquire

intensity measurements in a field with flow.

A final consideration is that, in principle, the two sensor intensity

measurement technique has a certain degree of built in capacity to

negate the random effects of turbulence as a consequence of the time

averaging of the input signals. However, as reported by Fahy,"4 this

beneficial effect is small, but does increase with sensor separation.

4.2 Measurements with Flush Mounted Sensors

This section summarizes the theoretical basis of the technique

presented by Lauchle.5 Information specific to the application of the

technique is presented in Chapters 5 and 6 along with experimental
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results from utilization of the technique.

The planar flow model schematic of figure 4.1 illustrates some

physical phenomena to consider when acquiring acoustic intensity

measurements with flush mounted sensors in the presence of a mean

flow velocity, Uo.

ACOUSTIC INTENSITY, I1

ACOUSTIC PRESSURE pa

EDGE OF TURBULENT
x/ BOUNDARY LAYER (TML)

Flow Flow PRESSURE, pr gxý

BEGINNpNG P

p1

Figure 4.1 Illustration of boundary layer flow over a flat surface that
contains flush mounted acoustical pressure measurement
sensors. I1 represents the acoustic intensity from the
acoustic source of interest in the direction parallel to the
surface.
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Assuming viscous flow, a boundary layei develops over the surface.

The thickness of the boundary layer, 6, is a function of the streamwise

coordinate, x1, and is defined by the value of x2 where the velocity, u

0.99u.. The boundary layer is laminar near the leadirg edge of the

surface and has no fluctuations in pressure or velocity. However, after

some distance the boundary layer transitions into a turbulent boundary

layer (TBL) where pressure and velocity fluctuations are prominent. The

transition location can be defined from the Reynolds number, Re =

UoX1/u, where u is the kinematic viscosity. This transition normally

occurs in the range of 105 < Re _< 106 for a smooth flat plate. The

transition range is sensitive to surface finish and will be lower for

rougher surfaces.

Assume the purpose of the test is to measure the acoustic intensity,

Ia, from an independent source outside the turbulent boundary layer.

The measurement sensors are mounted flush to the surface and

consequently are exposed to the turbulent boundary layer. The acoustic

pressure originating from the source of interest is denoted as Pa, and the

turbulence pressure is denoted as PT . The total pressure at the face of

the sensor will contain contributions from both Pa and PT, and is shown

as,

P 4 P, + PT (4.2)
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Utilizing the intensity definition of equation (2.16) and the bias error

definition of equation (3.1), Lauchle5 derived an expression for the bias

error in the intensity spectrum calculated from measurements made

with the pair of sensor. This expression is:

b[Iai)]- -raGt 2  m G12  (4.3)
Wp0 Ar wp.Ar

where ^ is defined as the cross spectrum measured between the two

sensors in the presence of flow, and G12 is the cross spectrum measured

in the absence of flow. Thus, the carrot, ^, is used here to denote

measurements, or estimates, acquired in the presence of both a mean

flow and an acoustic field. The absence of the carrot here does not imply

that the quantity is not measured, or estimated, but rather implies the

measurement was acquired with only one of the variables (flow or

acoustic source) in effect. Thus the absence of the carrot means the

measurement was acquired either with flow and no independent acoustic

source, or with an acoustic source in the absence of flow.

The total pressure at sensors 1 and 2 would be expressed as

A (4.4)
P1 = Pa" + P,,

and
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P2 = A P. + Pr, (4.5)

The corresponding one-sided cross-spectral density function as

presented by Lauchle' i:,

G12 G12 + G, +Gatr, + Gra (4.6)

Because of the statistical independence between p. and PT, equation (4.6)

reduces to:

G12 - G12 + G TI . (4-7)

From t'his, Lauchle5 concluded that if the separation distance

between the sensors, Ar, is greater than the streamwise correlation

length, A, of the turbulent pressure fluctuations, then the turbulence

cross spectrum, GTrT., is approximately zero. Review of equation (4.3)

shows that with these conditions, the intensity estimate would be

unbiased.
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CHAPTER 5

MEASUREMENT TECHNIQUE AND EXPERIMENTAL FACILITY

5.1 Introduction

The objective of the experimental research was to determine the

bias error in intensity measurements caused by turbulent boundary

layer pressure fluctuations when the measurements are acquired in low

Mach number flow (M<0.1) with flush-mounted pressure transducers of

a given size and shape. The sound field thus contains energy

contributions from the flow as well as the acoustic energy from a source

which we desire to measure. Consequently, the subsonic non-

propagating turbulent boundary layer pressure fluctuations are

considered to be unwanted noise at the face of the transducer. The

technique employed is based on an analysis by Lauchle5 in which he

predicted the bias error for intensity estimates in the presence of low

Mach number flow.

The purpose of this pursuit stems from the considerable interest

over the past 15 years in acquiring intensity measurements in the

presence of flow. Formulations currently used are generally limited to

zero flow, or plane waves, and most methods devised for measurements

in flow require cumbersome sensor apparata such as the combination Z

probe with turbulence tube apparatus used by Fahy,6 '" and the probe
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used by Oswald and Donavan,4 which utilized pointed nose cones and

clay fairings. In the evaluation of Lauchle's technique, the test

conditions included mean flow and acoustic waves above the plane wave

cutoff frequency of the wind tunnel test section, in order to assess if the

technique would be useful in many in-situ applications where the sound

field contains higher order modes, and flow.

The technique is non intrusive to the acoustic field, is easy to setup,

and is not susceptible to scattering type errors from sensors and holding

fixtures. These desirable attributes were another reason for investigating

the technique.

During the experimentation, measurements were obtained with the

standard two microphone intensity technique for the case of an acoustic

source in the presence of mean flow, with the acoustic source in the

absence of mean flow, and again with the acoustic source off and mean

flow retained. The specific measurements either acquired or calculated

include the active and reactive intensities, auto and cross spectral

densities, coherence, phase, equivalent far field pressure, residual

pressure intensity index, and bias errors. I his was performed along one

coordinate axis with the understanding that the technique could easily

be extended to two or three dimensions and provide a more complete

picture of the sound field if proven to be accurate.
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5.2 Facility

The measurements were acquired in a subsonic wind tunnel located

in the Applied Research Laboratory, Garfield Thomas Water Tunnel

Building, of the Pennsylvania State University. The wind tunnel is a

closed circuit system with a 150 HP motor driving a variable speed,

axial-flow, blower which can provide test section flow up to 45.72 m/s.

It has a test section 1.219m wide x 4.88m long, and a. large settling

section with fine mesh screen located upstream of the test section as

depicted in figure 5.1. The settling section reduces the background

turbulence level to a value of less than 0.2%.

3.96 mHoneycombmand screen 1.219 m x 4.88 m

16.1$ M

Figure 5.1 The Pennsylvania State University, Applied Research
Laboratory, subsonic wind tunnel (Provided by ARLI
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5.3 Measurement Considerations

Measurements were acquired with flow speeds of 6, 9, 18, and 30.5

m/s, at sensor separation distances of 13.5, 25.4, and 50.8 mm. Most

data were acquired over the frequency range from 0 - 2500 Hz, but

several tests were also conducted over the range of 0 - 5000 Hz. The

one-half inch (12.7 mm) diameter B & K microphones were flush

mounted in a 16 mm thick flat plexiglass window located in the farthest

downstream window frame of the test section (see figure 5.2j. This

placed the microphones 4.3 meters from the leading edge of the test

section. At this location the boundary layer wes clearly turbulent, for all

flow speeds used, based on boundary layer measurement presented by

Josserand and Lauchle.3 0 These measurements for the streamwise

location of the on-set of transition, and the on-set of the turbulent

boundary layer in the wind tunnel, are relative to a virtual origin of the

laminar boundary layer which is approximately 1.05 meters upstream of

the leading edge of the tunnel test section. With these measurements,

the on-set of the turbulent boundary layer would be some 4 to 6 meters

upstream of the measurement location, depending on flow velocity.

If the distance between the sensors and the leading edge of the

tunnel test section is used as the characteristic length, x,, in the

Rcynolds number calculation (recall from section 4.2 that Re = uox,/u),

the Rev nolds numbers range from 2.6 X 10" to 8 X 136, for the speeds
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Window # 4 CG,
S---- 13.5 mm

25.4 mm

--- 50.8 mm

FLOW Wiadow* 2 [3 7

// ACOUSTIC SOURCE
(SPEAKER)

Figure 5.2 Microphone orientation in the wind tunnel test section
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tested. If the distance between the virtual origin of the boundary layer

and the sensors is used as the characterisitc length, the corresponding

Reynolds numbers range from 3.3 X 106 to 1.1 X 107. These Reynolds

numbers also imply that the boundary layer was turbulent at the sensor

location since even for a smooth flat plate the boundary layer typically

transitions to a turbulent boundary layer in the range I10 5 Re < 106.

The experiments for this research took many days due to the length

of time to acquire the large number of ensembles desired to achieve

reliable low frequency phase information. Equation (3.23) shows that

the random error of the phase is dependent on the coherence and the

number of ensembles. The coherence could not be controlled or varied

for each test condition so the number of ensembles acquired were kept

high. Typically, 2048 ensembles were used, although as few as 1024

and as many as 4096 were used in some instances.

5.4 Instrumentation

The instrumentation used is shown schematically in figure 5.3. It

shows a pair of B&K model 4181 phase matched microphones,

associated adapters, power supply, and Ithaco amplifiers, all making up

the front end of the instrumentation suite. The acquisition and

c mputation was performed with a Zonic System 7000 parallel signal

processor equiped with Zeta software, connected to a DEC Micro-VAX
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Figure 5.3 Experiment Instrumentation Set-up



48

computer. The sound source was an Altec 604E speaker with a 13 inch

woofer and a horn, fed with random noise from a GR 1381 random noise

generator.

Overall the instrumentation was satisfactory. The Zonic system

provided true parallel processing, real time display, and powerful

computational capability. With the Zeta software there was considerable

flexibility to perform nearly any measurement or calculation if the proper

programming was performed. This flexibility was, however, at the

expense of user friendli.ess, since any measurement or calculation

requires use of Zeta commands, block arithmetic, and/or programming.

Consequently, familiarity with the Zeta software language and VAX VMS

is required for even the most trivial measurement or operation. A major

instrumentation shortcoming was in reliability. The system would

repeatedly crash or lock up during calibration, acquisition, and

processing operations, due to its interconnection with a VAX mainframe

computer system. Various solutions were being investigated.

5.5 Calibration and Finite Difference Approximation Error

Amplitude and phase calibrations were performed each day

measurements were acquired. For the amplitude calibration both

channels were calibrated separately using a Bruel and Kjaer type 4228

Pistonphone which subjected each microphone to a steady 124 dB re 20
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pPa sound pressure level at 250 Hz. This tone calibration was adequate

for the microphones used since they had a flat frequency response over

the frequency range measured.

Phase calibration was performed by placing the microphones in a

plane wave calibration tube and using the switching technique discussed

in chapter 3. Two seperate plane wave calibration tubes were required

for the complete frequency range of interest. One tube covered the

frequency range from 70 - 950 Hz and the other tube went from 800 to

5270 Hz. In the overlapping frequency region, where the spectra were

below the plane wave cutoff frequency in both tubes, the phase

calibrations from the two tubes were nearly identical as would be

expected. Therefore, a cut-and-paste operation was performed with the

two phase calibration files to obtain one phase calibration for the entire

frequency range.

The finite difference approximation error in the intensity estimate is

shown in Figure 5.4 for the sensor seperations used in these

experiments. Most of the data for these experiments were acquired over

the frequency range of 0 to 2500 Hz but some data were acquired up to

5000 Hz, which is the range of the calculations of Figure 5.4.



50

0 C) 0 C0) 0 0 0

0 O N CN CO 0

-1 135rnm

"Vi-2 ,

0 -4nm
146-4

- \,9~-

Figure 5.4 Error in intensity level resulting from the finite difference
approximation for the case of a plane wave, for three sensor
separations.
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CHAPTER 6

EXPERIMENTAL RESULTS

6.1 An Introduction to the Technique

The experiments performed were designed to validate a theory

developed by Lauchle' for calculating the bias error of intensity estimates

acquired in the presence of low Mach number turbulent boundary layer

flow. This bias error formula was shown in equation (4.3) and is

repeated here as equation (6.1),

+ 1mG 12  (6.1)

(() ap.Ar WP4,Ar

This can be rewritten as,

b[Ir()] = Ir((j) - 1r(() (6.2)

Here, tr(0o) is the measured intensity spectrum with low Mach number

mean flow and I.(o) is the measured intensity spectrum in the absence of

the mean flow. In both cases there exists an acoustic field (sound from a

speaker in these experiments) which is statistically independent of the

pressure field generated by the turbulent boundary layer. As discussed

in chapter 5, the ability to quantify accurately such an acoustic field, in

the presence of the low Mach number mean flow, is the underlying

intent of this technique.
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Lauchle5 predicted the bias error would reduce to the non-

dimensionalized form shown in figure 6.1, where kcAr is the independent

variable. The term kc is co/ur and is called the convection wavenumber,

since uC-O.7uo represents the speed at which the pressure producing

turbulence is "convected". The term, G.., in the ordinate, is the

auto-spectrum of the turbulent boundary layer pressure field as

measured by either of the flush mounted sensors.

1.0

0.8

0.6

0.4

0.2

0.0

.0.2 kcAr

-0.4

Figure 6.1 Non-dimensionalized bias error for intensity estimate (from
Lauchle5)

Figure 6.1 shows the rapid decrease of the bias error as kAr

increases. Figure 6.1 could easily be plotted using an alternate
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abscissa, Ar/A, that is proportional to kAr. It is then apparent that the

intensity estimate becomes less sensitive to the turbulent pressure

fluctuations as the separation distance between the two sensors

increases relative to the turbulence correlation length, A. Based on the

Corcos model for turbulent pressure spectra, Lauchle5 showed this

correlation length to be approximated as,

A 117 _ lluc (6.3)
4kc 8f

Equation (6.3) shows that the turbulence correlation length, A, is

inversely proportional to the frequency and directly proportional to the

velocity. For the case of a 30.5 m/s meam flow velocity, figure 6.2

illustrates the relationship between the correlation length, A, and

frequency, for Ar = 13.5mm, Ar = 25.4mm, and Ar = 50.8mm. Figure 6.2

also shows how the quantity kAr relates to the frequency for these

sensor separation distances.

Equation (6.2) is in the standard form for the bias error as defined

in equation (3.1) and can be rearranged to yield

'M_+ b [IU(a)] (6.4)

or equivalently,
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Ar - 13.5 mm kIAr - 6a

'Ar A A
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Frequency, Hz

Ar - 25.4 mm k Ar- 6n

Ar iA

1,000 2,000 3,000 4,000 5,000

Frequency, Hz

Ar - 50.8 mm kcAr-6n

Ar :A 4
1,000 2,000 3,000 4,000 5,000

Frequency, Hz

Figure 6.2 Relationship between turbulence correlation length, A, sensor
separation, Ar, frequency, and the non-dimensional quantity
kAr
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- L,, = lOlog(1 + b[]I ) (6.5)

where the frequency dependence is supressed. Substituting in the

normalized bias error term as defined in equation (3.3), yields the

following bias error expression,

LI - L,, = 10log(l + eb) = ALI (6.6)

This bias error is plotted in Appendix A. The normalized bias term, eb,

in equation (6.6) is not what is plotted in figure 6.1. Figure 6.1 is the

non-dimensionalized bias error, while the normalized bias error, eb, is

related to the ordinate of figure 6.1 by:5

b TT Gr JG12  )' (6.7)

where, M, = u,/c, is the convective Mach number. Representative Gr

and G02 spectra are shown in figures 6.3 and 6.4 respectfully.

Equation (6.6) can be rearranged to yield,

LI, = L!, - 10log(1 + eb) = L!, - ALI . (6.8)

Equation (6.8) states that the true intensity level (the intensity level

due solely to the acoustic field of the statistically independent external

source) is equal to the intensity level measured in the presence of the
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Figure 6.3 Autospectral density functions for turbulent pressure
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CROSS SPECTRAL DENSITY FUNCTION
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Figure 6.-; Cross-spectral density function comparisons
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mean flow (which contains contributions from tl-c non propagating

turbulent boundary layer pressure field), minus a bias error. Thus, if

the bias error of equation (6.6) can be calculated, then the true acoustic

intensity level can be derived.

6.2 The Bias Error

Appendix A contains plots of the experimentally determined bias

errors, defined by equation (6.6), for various velocities of mean flow and

various sensor separation distances. Table 6. 1 shows the specific

velocity and separation paramv,,ers represented in the bias error plots of

Appendix A.

The coherence function measured between the two pressure sensors

in the presence of the mean flow is overlaid with the bias error curves of

Appendix A. This coherence curve is useful in assessing the validity of

the bias error value at the corresponding value of kAr, as well as

providing the necessary input for computing a random error as in

eqlation (3.21).

6.3 The Intensity Spectrum

The individual intensity spectra used to calculate the bias errors of

equation (6.6) are shown in Appendix B. The intensity spectra of

equation (6.6) are overlaid in a plot at the top of each page in Appendix
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B. The plot on the bottom of each page in Appendix B is an overlay of

the intensity spectra for the case where the source is ON and there is a

mean flow, vs the case where the source is OFF and the mean flow is

retained. This condition (with the source OFF and with mean flow) was

incorporated into the experimental program to provide further

information for validating the data integrity, and also to provide the data

necessary to non-dimensionalize the bias error.

Table 6.1 Parameters associated with the figures of Appendix A and B

Flow Velocity Sensor separation parameters

U. (mn/s) Ar = 13.5 mm Ar = 25.4 mm Ar = 50.8 mm

6 Fig. A-i, B-I Fig. A-2, B-2

9 Fig. A-3, B-3 Fig. A-4, B-4 Fig. A-5, B-5

18 Fig. A-6, B-6 Fig. A-7, B-7

30.5 Fig. A-8, A-9, Fig. A-10,

B-8, B-9 B-10

I I i- -• , ~ i i i

The specific velocity and separation parameters represented in

Appendix B are the same as in Appendix A and are summarized in table
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6.1.

The direction of energy propagation is also depicted on the plots of

Appendix B. The speaker was specifically oriented so the direction of

acoustic energy propagation was opposite to the direction of mean flow.

This provides another tool to help distinguish the acoustic source from

the non propagating turbulent boundary layer interference. Energy

propagating away from the source would travel upstream and will appear

above the abscissa in the plots of Appendix B. Energy traveling in the

downstream direction, such as turbulence energy when Ar < A, will

appear below the abscissa in the plots of Appendix B.

6.4 The Non-Dimensionalized Bias Error

The non-dimensionalization introduced by Lauchle5 should yield

results similar to those shown in figure 6.1. The non-dimensionalized

bias error results calculated with data from these experiments were

inconsistent. In an effort to improve consistency, the calculations were

performed only at frequencies where the coherence function was greater

than 0.95, 0.9, and 0.8, respectively. At higher values of coherence, y2,

the estimates will be more accurate since the phase estimate is highly

dependent on the coherence as shown in equation (3.23). There were

insufficient data points above y2 - 0.95 and y2 = 0.9 to draw any clear

conclusions. At y2 = 0.8, there were sufficient data points, but the



61

results were still inconsistent and inconclusive.

The non -dimensionalization requires utilization of the turbulent

boundary layer pressure spectrum as measured by one of the intensity

probe pressure sensors. These spectra were not "smoothed" which

contributed to the inconsistent results. Fluctuation in G, of only 2 or 3

dB will cause extreme fluctuation in the linear non-dimensionalization

indicated on the ordinate of Figure 6.1. In essence, the non-dimensional

form of the bias utilizes the ratio of measured intensity spectra to

measured pressure spectra. Because these spectra are estimates in

themselves, it seems inappropriate to non-dimensionalize the biases

measured since an additional error is introduced when dividing one

measured spectrum by another. What is important, however, is that the

bias plots shown in Appendix A exhibit trends very similar to those

predicted by Lauchle" and shown in Figure 6.1.

6.5 Pressure Intensity Indices

Overlays of representative pressure intensity index vs residual

pressure intensity index curves are shown in the top plot of each figure

in Appendix C. These overlays provide further validation of the intensity

spectrum accuracy by showing that 8p - 8,1 >> 7 dB, (the lower plot on

each figure is the difference curve of 5P,, - 8,). The amplitude value of

5pIR - 5PQ is generally negative since the Zonic software used the
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convention of 6,, = L, L, instead of 5P, = Lp - L,. See section 3.4.2 for

further explaination. Table 6.2 shows specifically what data are

included in Appendix C.

Table 6.2 Pressure Intensity Indice conditions presented in App-ndix C

Mean Flow Sensor separation distance (Ar) mm

Velocity (u.) Ar = 13.5 Ar = 25.4 Ar = 50.8

No Flow Fig. C-1 Fig. C-3 Fig. C-5

9 m/s Fig. C-2 Fig. C-4 Fig. C-6

30.5 m/s Fig. C-7
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CHAPTER 7

CONCLUSIONS

7.1 Overview of the Results

The overall quality of the measured intensity data is very good. The

pressure intensity indices presented in Appendix C prove that the phase

mismatch was insignificant and that the associated error in the estimate

of intensity was consequently much less than ±1 dB. These pressure

intensity indices also indicate that the acoustic field was not significantly

reactive over the frequency range of interest even though a large portion

of the data was acquired at frequencies above the plane wave cutoff

frequency of the tunnel test section. The cutoff frequency is at

approximately 160-185 Hz depending on whether a square or circular

cross section is assumed (recall the test section is actually octagonal).

The data are also very repeatable. This is evident from comparisons

of 0-2500 Hz and 0-5000 Hz data sets that were acquired at different

times. Figure 7.1 is an overlay of the bias error calculated from data

acquired over each of these frequency ranges, for the case of 30.5 m/s

flow, and Ar = 13.5 mm. It can be seen that even though the data were

acquired at different times and with different resolution bandwidths, the

bias error calculations are very similar over the common frequency

range. Appendix A contains the individual bias error calculations for
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Figure 7.1 Verification that the calculated errors are bias errors

each of the curves in figure 7.1 (table 6.1 may help to identify these

figures). Appendix B contains the individual intensity spectra for the

same conditions and show that the intensity spectra are also basically

equivalent over the common frequency range.

This repeatability helps validate the data and also proves that the

error calculated is indeed a bias error and not a random error. The

repeatability further assures that this error can be measured accurately

in a severe environment where: the mean flow Mach number approaches

0.1; the acoustic field contains higher order modes (not pure plane wave
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propagation); and the coherence between adjacent sensors is not

necessarily close to 1. The bias error calculations presented in Appendix

A are repeatable even when the coherence ranges from 0.5 to 0.9.

Repeatability degrades when the coherence is less than 0.5.

7.2 Conclusions From the Bias Error Calculations

The bias error plots of Appendix A generally follow the shape of a

(sin x)/x curve as shown in figure 6.1 and predicted by Lauchle.5 This is

especially true at lower mean flow velocities. As the mean flow velocity

increases and approaches M = 0.1, the bias error increases at all the

separation distances. This is attributed to the decrease in the signal-to-

noise (S/N) ratio as the mean flow velocity increases. Lauchle,5

expressed the signal-to-noise ratio for pressure spectrum measurements

as

s Ga

where G,, is the acoustic pressure auto-spectrum as measured with the

acoustic source on and no mean flow, while G1r is the auto-spectrum of

the turbulent boundary layer pressure field as defined previously. As

the flow velocity increases G.r increases but the source output level

remained constant for all the tests; thus, the S/N ratio decreases as

flow velocity increases. If the S/N ratio were to remain constant for all
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conditions, it is predicted that the bias error curves would maintain the

form shown in figure (6.1); even as the Mach number approached 0.1.

This particular S/N ratio may not be appropriate for intensity

measurements. Oswald and Donavan' defined a S/N ratio where the

signal term was the intensity of the acoustic source and the noise term

was the intensity measured on just one sensor in the presence of flow,

defined to be '/pc. Here, F is the mean square pressure (flow and

acoustic) measured by the microphone and pc is the characteristic

acoustic impedance of the medium.

The reader should be aware that although the bias error increased

as the mean flow velocity increased, the ability to calculate accurately

the bias error did not degrade. This ability to calculate accurately the

bias error, even at relatively high flow velocities and sensor separations,

is vital to realizing the potential of this technique.

The fact that the bias error plots agree (in principle) with figure (6. 1)

indicates, as Lauchle5 predicted, that there is indeed a rapid

decorrelation of the turbulent energy as kAr increases. The correlation

length, A, approximately equals the sensor separation distance, Ar, at

the value kAr = 2.75. Above this value of kAr, Ar > A and there should

be little or no correlation in the turbulent pressure field between the two

adjacent microphones.

The coherence between the sensors generally tends to decrease as
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sensor separation dislance increases. The exception was at the highest

flow speed tested, 30.5 m/s, where the Mach number approached 0.1.

In this case the coherence increased as Ar increased. The associated

bias error increased with the increase in Ar.

7.3 Conclusions From the Intensity Spectra

Intensity spectra overlay plots are shown in Appendix B.

The directionality of the intensity vector clearly indicates that the region

of correlated turbulence energy decreases as sensor separation

increases. This is as expected. The directionality also shows that the

correlated turbulent pressure field contributions are most significant

below kAr=n, which is again expected based on predictions by Lauchle.5

This is true for all flow speeds and sensor separation distances

considered.

The overlay plots at the bottom of each figure in Appendix B provide

an indication of the signal-plus-noise-to-noise (_N)ratio. Comparison

for the different parameters reveals that this ratio decreases as the

sensor separation, Ar, increases and also decreases as the mean flow

velocity increases. This can be seen by comparing figures B-3 to B-5 for

the effects of increasing Ar, and figures B-3 to B-6 for the decrease

observed when increasing flow velocity. The same is true for the signal-
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to-noise (S/N) ratio, where this ratio is defined here as the ratio of the

acoustic intensity (source ON, no flow) to that of the turbulence intensity

(Source off, with flow),

For each test condition with given mean flow and sensor separation,

both the N)ratio and the S/N ratio increases with increasing krAr.

This is illustrated in Figure B-4 for the ( S) ratio.

Oswald and Donavan4 reported that when the S/N ratio was low,

the acoustic intensity oscillated in direction. This could explain some of

the oscillations in direction for the intensity spectra, especially above

kAr = 2.75 which is approximately where Ar = A. This would also

explain the corresponding increase in the bias error that often occurs in

these regions of energy flow oscillations.

7.4 Conclusions From the Pressure Intensity Indices

Recall from Chapter 3 that I pip - 6 p, > 7dB indicates an error in

the estimate of intensity of less than ldB. The absolute value sign is

used here since the Zonic software utilizes the alternate convention 85P

Lf - LP as opposed to the more commonly accepted 8•P = LP - LV. The plots

in Appendix C show that I 51AR - PI I is generally much greater than 7 dB

and consequently the error due to phase mismatch is negligible. This

was expected due to the careful phase calibrations and the quality
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instrumentation employed.

The pressure intensity index data helps to characterize the acoustic

field. If the acoustic field is reactive C12-- 0, and 5p,,- P, -- 0. Since 18piR

" 8p1 >> 0 in this study, the reactivity of the acoustic field was not a

significant concern. This is an important point because a large portion

of the data was acquired at frequencies above the cutoff frequency for

plane wave propagation in the tunnel test section; consequently, higher

order modes exist in the intensity data presented.

7.5 Summary and Recommendations

The technique developed by Lauchles appears to be a very viable

method for determining the contributions of the non propagating

turbulent pressure field acting on the face of flush-mounted sensors

when acquiring acoustic intensity measurements in the presence of low

Mach number mean flow. The data generally yield similar trends in the

intensity bias error for all the various combinations of sensor separation

distances and flow velocities.

It would be desirable to conduct another independent experiment

for comparison. In such an event, it would be recommended that a

broader resolution bandwidth be used during the data acquisition. This

will decrease the data acquisition time for a comparable number of

ensembles and also decrease the size of each data file. The narrower
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bandwidths require large data sets that utilize large amounts of

computer memory, take longer to process, and are generally more

difficult to handle during calculations and data manipulation.

Shortening the data acquisition time reduces the possibility of additional

errors due to non-stationary behavior of the facility.

Now that the technique has been validated for an arbitrary and

spatially complex sound field, it would be desirable to conduct the

experiment in a plane wave acoustic field to determine if the bias error at

flow velocities near M=O. 1 will even better match that shown in figure

6.1. Evaluating the non-dimensionalized bias error in such a field would

also be desired. Incorporation of a smoothing algorithm for the

turbulent pressure spectrum, GTT, (as well as the intensity spectra) may

need to be considered for this non-dimensionalization.

Varying the S/N ratio to evaluate its effect on the bias error would

be very useful. A S/N threshold could be determined, above which the

bias error is minimized. Oswald and Donavan4 did S/N measurements

for the case where an intensity probe equipped with pointed nose cones

was situated in the free stream. They determined that there was no

error (less than 0.5 dB was considered no error) until the S/N ratio fell

below - 5 dB. Thus, the acoustic intensity could be as much as 5 dB

lower than the turbulence wind noise intensity.
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BIAS ERROR PLOTS
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Bias error for intensity estimate

6 m/s flow, Delta r = 25.4 mm60 T- ......... . . . .1"6.. . . . . - . . . .. ". . . . . . . . ..... . . . . . . . . . . . . . . . . ...,T 1 .0

50 0.9

40
S0.7"'

30 6

20 t 0. 5

-20 ± 0.01

+0.30,

0.2

I k ,r 0o.1

Figure A-I Bias Error, 6 m/s flow, Delta r = 25.4 mm

Bias error for intensity estimate

6 m/s flow, Delta r = 50.8 mm
60 .. -1I: .•.*. .... -,,.. • ,
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.30 o

<• 20 t 0.5 0

1•0 0.4
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• .- ' • - •• • -4-0.2

+ "0.1
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Figure A-2 Bias Error, 6 m/s flow, Delta r = 50.8 mm
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Bias error for intensity estimate
9 m/s flow, Delta r = 13.5 mm

60 1.,.: , i 0.
* 0. 9
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4 .. .. . Ii40 -
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Figure A-3 Bias Error, 9 mn/s flow, Delta r = 13.5 mm

Bias error for intensity estimate
9 rn/s flow, Delta r = 25.4 mm
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Figure A-3 Bias Error, 9 m/s flow, Delta r 25.4 mm
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Bias error for intensity estimate
9 m/s flow, Delta r = 50.8 mm

60------.. ". 1.0
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30o o.4-
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Figure A-5 Bias Error, 9 m/s flow, Delta r = 50.8 mm
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Bias error for intensity estimate
18 m/s flow, Delta r = 13.5 mm

60 7.... T1.0

50 ." 0.9
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Figure A-6 Bias Error, 18 rn/s flow, Delta r = 13.5 mm

Bias error for intensity estimate
18 rn/s flow, Delta r = 50.8 mm
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Figure A-7 Bias Error, 18 m/s flow, Delta r =50.8 mm

Ba error fo intensity estimate



79

Bias error for intensity estimate
30.5 rn/s flow, Delta r = 13.5 mm

60--' 1.0
0 - 2500 Hz data cut
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U -- '
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Figure A-9 Bias Error, 30.5 rn/s flow, Delta r 13.5 mm, 0-25000 Hz
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Bias error for intensity estimate
30.5 m/s flow, Delta r = 50.8 mm

60.0 - . T 1.0
tab

•. ' 0.5

40.0 1 0.0

30.0 4 -i

-10.0kc r0.

I20.0 I 0.0vo

Figure A-10 Bias Error, 30.5 m/s flow, Delta r =50.8 mm
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ACTIVE INTENSITY PLOTS
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Active Intensity, Delta r = 25.4 mm

6 m/s flow, Source ON ....... No flow, Source ON

100
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C4 80 PROPAGATION

60

~40

60i DOWNSTREAM PROPAGATION

2 80
100 -

Active Intensity, Delta r = 25.4 mm
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-00-

-20 -
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Figure B-I Active Intensity, 6 m/s flow, Delta r = 25.4 mm
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Active Intensity, Delta r =50.8 mm
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Active Intensity, Delta r =13.5 mm

9 mts flow, Source ON -------- No flow, Source ON

100
80 UPSTREAM PROPAGATION

40

1001

-20

S40 c-~
60

80 - DOWNSTREAM PROPAGATION

100-

Figur B-3Active Intensity, nsfo, Delta r = 13.5 mm
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Active Intensity, Delta r = 25.4 mm

9 m/s flow, Source ON ....... No flow, Source ON
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Active Intensity, Delta r = 25.4 mm
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100 T Small (S + N)/N UPSTREAM PROPAGATION Large (S + N)/N

4 (S + N)0-

60

S40 T

4) 20
0 -. .

20 T : kcAr
"" 4 C

DOWNSTREAM PROPAGATION
804

100 ..

Figure B-4 Active Intensity, 9 m/s flow, Delta r = 25.4 mm
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Active Intensity, Delta r =50.8 mm

9 m/s flow, Source ON........ No flow, Source ON
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Active Intensity, Delta r 13.5 mm

18 rn/s flow, Source ON ....... No flow, Source ON

100-
UPSTREAM PROPAGATION

-40

i.20
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k Ar

80 DOWNSTREAM PROPAGATION
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Active Intensity, Delta r 13.5 mm

18 m/s flow, Source ON-------- 18 m/s flow, Source OFF
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~'40 C

S60- DOWNSTREAM PROPAGATION
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Figure B-6 Active Intensity, 18 rn/s flow, Delta r 13.5 mm
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Active Intensity, Delta r = 50.8 mm

18 m/s flow, Source ON ....... No flow, Source ON
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Active Intensity, Delta r = 50.8 mm
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Figure B-7 Active Intensity, 18 m/s flow, Delta r = 50.8 mm
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Active Intensity, Delta r = 13.5 mm

30.5 m/s flow. Source ON........ No flow, Source ON
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Active Intensity, Delta r =13.5 mm

30.5 rn/s flow, Source ON........ 30.5 rn/s flow, Source OFF]
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Figure B-8 Active Intensity, 30.5 m/s, Delta r =13.5 mm



90

Active Intensity, Delta r =13.5 mm

30.5 m/s flow, Source ON........ No flow, Source ON

20 0- 5000 Hz data cut
C4 100

80-UPSREAM PROPAGATION

'40

C

~80 -DOWNSTREAM PROPAGATION

120L

Active Intensity, Delta r =13.5 mm

30.5 m/s flow, Soiurce ON-------- 30.5 rn/s flow, Source OFF
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C4 100
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40-
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Figure B-9 Active Intensity, 30.5 rn/s flow, Delta r =13.5 mm
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Active Intensity, Delta r 50.8 mm

30.5 m/s flow, Source ON ....... No flow, Source ON
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Figure B-i0 Akctive Intensity, 30.5 m/s flow, Delta r =50.8 mm
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PRESSURE INTENSITY INDEX OVERLAY PLOTS
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INTENSITY INDICES

No flow, Source ON RPII

20 T Sensor Separation = 13.5 mm
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Figure C-I Intensity Indices, no flow, Delta r = 13.5 mm
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INTENSITY INDICES

9 m/s flow, Source ON RPII

20 T Sensor Separation = 13.5 mm
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Figure C-2 Intensity Indices, 9 m/s flow, Delta r = 13.5 mm
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INTENSITY INDICES

No flow, Source ON RPI I

20 -Sensor Separation 25.4 mm

Pressure Intensity Index -
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Figure C-3 Intensity Indices, no flow, Delta r =25.4 mm
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INTENSITY INDICES

9 m/sflow, Source ON RPII

20 T Sensor Separation = 25.4 mm
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Figure C-4 Intensity Indices, 9 m/s flow, Delta r 25.4 mm
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INTENSITY INDICES

No flow, Source ON RPII

20 r Sensor Separation = 50.8 mm
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Figure C-5 Intensity Indices, no flow, Delta r 50.8 mm
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INTENSITY INDICES

9 m/s flow, Source ON RPII

20 T Sensor Separation = 50.8 mm
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Figure C-6 Intensity Indices, 9 m/s flow, Delta r = 50.8 mm
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INTENSITY INDICES

30.5 m/s flow, Source ON RPII

20 Sensor Separation = 50.8 mm
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Figure C-7 Intensity Indices, 30.5 m/s flow, Delta r = 50.8 mm


